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Abstract. As society increasingly relies on safety- and security- critical systems,
the need for confirming their dependability becomes essential. Adequate V&V
(verification and validation) methods must be employed, e.g., for system testing.
When selecting and using themethods, it is important to analyze their possible gaps
and limitations, such as scalability issues. However, and as we have experienced,
common, explicitly defined criteria are seldom used for such analyses. This results
in analyses that consider different aspects and to a different extent, hindering their
comparison and thus the comparison of the V&V methods. As a solution, we
present a set of criteria for the analysis of gaps and limitations of V&V methods
for safety- and security-critical systems. The criteria have been identified in the
scope of theVALU3Sproject. Sixty-twopeople from33organizations agreed upon
the use of nine criteria: functionality, accuracy, scalability, deployment, learning
curve, automation, reference environment, cost, and standards. Their use led to
more homogeneous andmore detailed analyseswhen compared to similar previous
efforts. We argue that the proposed criteria can be helpful to others when having
to deal with similar activities.

Keywords: Verification & Validation · V&V method · Gaps · Limitations ·
Analysis criteria · Safety-critical systems · Security-critical systems

1 Introduction

Safety- and security-critical systems such as industrial robots and connected vehicles
with advanced driving support play a major role in society. They support many daily-life
activities and we strongly rely on them. On the other hand, as the use and complex-
ity of these systems are increasing, system manufacturers and component suppliers
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require methods that help them to confirm that safety, cybersecurity, and privacy (SCP)
requirements are satisfied [8], i.e., V&V (verification and validation) methods.

V&V can be defined as the process of determining whether the requirements for a
system or component are complete and correct, the products of each development phase
fulfill the requirements or conditions imposed by the previous phase, and the final sys-
tem or component complies with specified requirements [15]. This is necessary so that a
safety- and security-critical system can be deemed dependable. From a general perspec-
tive, a method corresponds to a particular procedure for accomplishing or approaching
something, especially a systematic or established one [24]. In this paper, we focus on
methods for V&V of safety- and security-critical systems. Examples of these methods
are fault injection [21] and model-based testing [17].

The new as well as automated features of safety- and security-critical systems, such
as AI-based recognition, require that dedicated V&V methods are applied to them [8].
The methods must consider how to cope with the scale and complexity of the systems
as well as their high level of inter-connection.

In addition, it is important to analyze if themethods present some gaps or limitations,
such as scalability issues or high cost. However, the analysis and later selection and use
of the methods are not always as systematic and thorough as they could. As we have
experienced in various collaborative projects, e.g. [4, 14, 22], analysis criteria are usually
not explicitly agreed upon, defined, and thus applied. This results in analyses that vary
in scope and depth, ultimately hindering result comparison and comparison of V&V
methods.

As a solution, we present a set of criteria for the analysis of gaps and limitations of
V&Vmethods for safety- and security-critical systems. By gapwe refer to an unexplored
idea, i.e., some feature that nobody has ever implemented or studied in a V&V method.
For example, nobody might have ever determined the extent to which a new method is
applicable for compliance with a safety standard. On the other hand, by limitation we
refer to a constraint that reduces the applicability of a method in certain situations. For
example, formal verification methods often suffer from scalability issues. We consider
both gaps and limitations in the scope of the V&V methods.

The criteria for the analysis of gaps and limitations have been identified in the context
ofVALU3S (Verification andValidation ofAutomatedSystems’ Safety andSecurity) [1],
a large-scale industry-academia project that aims to evaluate and improve state-of-the-art
V&Vmethods and tools. Thirty-three organizations agreed upon the use of nine criteria:
functionality, accuracy, scalability, deployment, learning curve, automation, reference
environment, cost, and standards. Sixty-two people used the criteria to analyze 53 V&V
methods, resulting in a more homogeneous and more detailed analyses when compared
to similar previous efforts.

The result of this analysis is a comprehensive and sound classification of gaps and
limitations that can help researchers in the field to better identify weak points in V&V
methods and therefore to improve the techniques in a more precise way. This can support
also large projects such asVALU3S in a uniform evaluation of reference, existing results,
as well as of the obtained ones.

The rest of the paper is organized as follows. Section 2 presents the background
of the paper. Section 3 describes the criteria for the analysis of gaps and limitations of
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V&V methods for safety- and security-critical systems, whereas Sect. 4 describes the
application of the criteria. Section 5 presents our main conclusions and future work.

2 Background

2.1 The VALU3S Project

Manufacturers of automated safety- and security-critical systems and of their compo-
nents have been allocating an enormous amount of time and effort developing and con-
ducting research on these systems. They need to make sure that the systems function
in the intended way and according to specifications, which is not a trivial task. For
example, system and thus V&V complexity rises dramatically the more integrated and
interconnected these systems become with the addition of automated functionality and
features to them. This also translates into an overhead on the V&V process, making it
time-consuming and costly.

Within this context, the VALU3S project [1] aims to evaluate state-of-the-art V&V
methods and tools, improve them, and design a multi-domain framework that provides
a clear structure around the components and elements needed for V&V [2]. The main
expected benefit is to reduce the time and cost needed for V&V of safety- and security-
critical systems with respect to SCP requirements. This is done through identification,
classification, anddevelopment of evaluationmethods, tools, environments, and concepts
for system V&V with respect to the mentioned requirements.

The consortium of VALU3S consists of partners from 10 different European coun-
tries, including 25 industrial partners, six research institutes, and 10 universities. Thir-
teen use cases with SCP requirements are studied in detail from six domains: aerospace,
agriculture, automotive, healthcare, industrial robotics/automation, and railway.

One of the first tasks of the project dealt with the review of state-of-the-art and
state-of-the-practice V&Vmethods [29]. The methods were planned to be applied in the
project use cases with the intention to improve how SCP requirements were addressed,
ensured, and confirmed. Fifty-three methods were reviewed and classified according
to the categories shown in Fig. 1. A line between two categories indicates that some
relationship was identified between V&Vmethods of the corresponding categories. The
methods were then studied inmore detail to identify their main gaps and limitations [30].
This paper presents the criteria selected for such an analysis of gaps and limitations, as
well as its outcome. Next, effort was spent on addressing the gaps and limitations, thus
on improving the methods [31].

2.2 Related Work

The criteria for the analysis of gaps and limitations of V&V methods for safety- and
security-critical systems were referred to in a prior publication on workflow modelling
by VALU3S partners [7]. However, the definition of the criteria, information about how
they were applied, and application examples were not provided.

The selection and use of criteria to validate and evaluate V&V methods has been
widely addressed. For example, new methods must show that they fulfil certain charac-
teristics so that they can be regarded as effective and efficient V&Vmeans. Examples of
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Fig. 1. Categories of V&V methods analyzed in VALU3S

such criteria include accuracy [20], cost [25], and scalability [18], among others. It is easy
to find publications that have used our criteria for the analysis of gaps and limitations, or
similar criteria, when studying and discussing V&V methods. What distinguishes this
paper from this kind of prior publications is that: (1) we present a set with nine different
criteria, not only one or a few; (2) we explicitly focus on the analysis of gaps and limi-
tations as a way to identify improvements; and (3) we present criteria selected and used
for analyses of tens of V&Vmethods in the scope of a large collaborative effort between
industry and academia. The latest requires an agreed, clear definition of the criteria so
that they are homogeneously applied. In addition, publications that have paid attention
to a reduced set of criteria have resulted in narrower analyses.

Other publications have proposed criteria and metrics for characterization and eval-
uation of engineering products and processes, e.g., software ones [10, 16], as well as of
V&V methods, e.g., [19, 23, 27]. On the one hand, the depth of these pieces of work
is different, as we do not deal with definition of detailed metrics and measurement pro-
cedures for the different criteria presented. The analyses in VALU3S have mostly been
qualitative. Quantitative information was based on prior studies. On the other hand, the
breadth of our set of criteria is larger, as we consider further criteria.

Regarding prior research projects on V&V, it is common that they reviewed V&V
methods, typically at the beginning of the projects, e.g., [3, 6]. It is also common that the
projects evaluated the methods developed at later stages, e.g., [5, 9]. For the first effort,
we are not aware of any other large-scale industry-academia project that has explicitly
defined and agreed on a set of criteria so that all the partners use them. For the latter, the
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differences with this paper are the same as those publications referred in the previous
paragraph: different depth and different breadth.

In summary, prior work has proposed and used criteria for evaluation of V&Vmeth-
ods. However, its scope and breadth do not match the needs identified in VALU3S for
analysis of gaps and limitations, thus the needs of similar efforts.

3 Criteria for the Analysis of Gaps and Limitations of V&V
Methods

To better identify gaps and limitations of V&V methods, we propose a set of criteria
that aims to cover the main aspects to consider, ranging from more functional issues to
more operational ones. The criteria are proposed to guide further development in V&V
methods. There could be overlaps between criteria, but we decided to leave a loose
boundary between them in order to make them applicable to different methods.

The nine criteria proposed for analysis of gaps and limitations are defined below.
The examples provided have been extracted from the deliverable of the VALU3S project
that reports the analysis of gaps and limitations conducted [30].

1. Functionality, in relation to the capabilities and features of a V&V method, and to
its practicality in general, as well as to the range of V&V activities that it supports. It
could be determined that a method could better address some V&V need. Note that,
this evaluation is done considering what is in the scope of the method: a functionality
unrelated to the method should not be considered a gap.

Example: Test Oracle Observation at Runtime only performs analyses on an
individual behaviour and it is not exhaustive.

2. Accuracy, regardingwhether the outcome fromusing aV&Vmethod conforms to an
expected correct value or a quality level, corresponding to a qualitative assessment of
correctness or freedom from error. It is important that a method is reliable enough,
especially when employed for some critical application. Notice that this includes
both the accuracy of a single instance (i.e., could we trust that if a method says that a
situation is safe, it is actually safe) and the statistical accuracy (i.e., how far estimates
of V&V are from the actual values).

Example: Behaviour-Driven Formal Model Development requires input from
both formal methods and domain experts, so its accuracy depends on the quality of
the communication and understanding between them.

3. Scalability, to analyse if a V&Vmethod requires too many computational resources
(time ormemory) and therefore can be applied only to limited or simplified scenarios.
This narrows the applicability of a method.

Example: High accuracy of CPU Verification demands high computation power
and limits the testing capacity for software.

4. Deployment, for consideration of possible problems of a V&V method when put
into operation in real-world contexts. For instance, issues in integrating a method
with others and a lack of proper tool support can negatively impact deployment.

Example: Human Interaction Safety Analysis currently lacks tool support for
efficient use.
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5. Learning curve, to evaluate the expected progress by a person in gaining experience
or new skills to successfully use a V&V method. For cost-effective use, a method
might require high-level technical knowledge or skills.

Example: Fault Injection in FPGAs requires comprehensive knowledge in
FPGAs.

6. Automation, regarding the degree of automatic operation of a V&V method. For
instance, if a method is not fully automated and requires large intervention, such
as tuning by human users, the corresponding V&V process could become long and
error prone. When dealing with large-scale complex systems, automatability of the
whole V&V process could become a key feature.

Example: For Model-Based Mutation Testing, building test models is not easily
automatable.

7. Reference environment, to assess whether a V&V method works only for some
settings and conditions, e.g., in a simulated environment. As a consequence, there
might be no warranties that findings are still valid for other environments, e.g., for
operation in the real world.

Example:Vulnerability andAttack Injection requires a prototype or a real system.
8. Cost, considering if using a V&V method requires significant investments in terms

of, e.g., hardware, software, time, or human resources. In general, the lower the costs,
the better.

Example: Simulation-Based Robot Verification may require a large amount of
hardware resources depending on the number of tests to be performed.

9. Standards, which indicate the extent to which aspects related to regulations and
standards, and the compliance with them, are taken into consideration by a V&V
method. This is especially important for critical domains such as avionics and rail-
way, in which compliance with standards and certification are required so that a
system is allowed to operate. It can also be determined that a method is against
some recommendation in a standard. For example, Fault correction with artificial
intelligence is not recommended for railway (EN 50128 standard).

Example: No explicit and direct link with compliance has been established
between Knowledge-Centric System Artefact Quality Analysis and most assur-
ance/engineering standards.

4 Application of the Criteria for the Analysis of Gaps
and Limitations of V&V Methods

The criteria defined in Sect. 3 have been applied for identifying the gaps and limitations in
the set of methods introduced in [8]. This contributes to the validation of the criteria. The
activity was performedwithin the VALU3S project by 62 people, who analyzed 53V&V
methods adopting the criteria. In this section, two different analyses are reported. In
Subsect. 4.1, two methods are analyzed in detail in order to better show the criteria and
how they could be applied. In Sect. 4.2, the main results obtained applying the criteria
to all the methods are synthetically reported.
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4.1 Application of the Criteria to Two Methods

The results of the application of the criteria to two methods are reported in detail in
this section. The two methods have been selected to ensure that various types of meth-
ods are covered and that a wide range of criteria is used. The first method (Model-
implemented Fault Injection) is an experimental one, i.e., it is based on the observation
of the behaviour of the system under certain circumstances. On the other hand, the sec-
ondmethod (Knowledge-Centric SystemArtefact Quality Analysis) is an analytical one,
since it is based on the analysis of definedmetrics that does not require system execution.

In Model-implemented Fault Injection, separate blocks modelling faults are
injected into amodel of the SystemUnder Test (SUT) [28].MATLAB and LabVIEWare
examples of tools used to build such system models. This method is used to verify and
validate the system’s capability to handle faults. The fault handling includes attributes
such as fault detection, correction, or fallback with or without the fault handling mecha-
nisms implemented. This type of fault injection method is used for a system’s evaluation
at early design stages [11].

• Functionality. (i) The method can be improved by adding techniques such as pre-
injection analysis and post-injection analysis [12] to reduce the number of the tests
and still get the same or improved results in terms of time, cost, and effort. Pre-
injection analysis is done before any fault injection experiments are performed while
post-injection uses the results of previous fault injection experiments. (ii) Adding
more fault models will increase the functionality of the method.

• Accuracy. The accuracy of the method depends on the accuracy of the modelled faults
and systems. Since the model of the system might not accurately represent the real
system in a real environment, supplemental V&V activities (e.g., acceptance tests)
are recommended to be performed at later development stages.

• Scalability. Exhaustive fault injection or full system monitoring may require a lot of
computational resources depending on the complexity of the target system and its
environment.

• Deployment. (i) The model-implemented fault injection method is not feasible for
final implementations of systems. (ii) The method must be adapted to the simulation
tool environment used, e.g., MATLAB toolboxes and MATLAB versions used.

• Learning curve. The method requires knowledge and skills regarding the simulation
tool environment, e.g., MATLAB/SIMULINK skills.

• Automation. The configuration of fault injection campaigns and result analysis are
done manually.

• Reference environment. This method is only applicable for the simulation environ-
ment.

• Costs. (i) Software such asMATLAB/SIMULINK is not open source and needs invest-
ments. (ii) There is also some cost involved in terms of time when conducting model
implemented fault injection. For example, exhaustive fault injection or full system
monitoring increases V&V cost.

• Standards. No relevant gap or limitation has been identified. Examples of standards
including requirements which this method may fulfil are ISO 26262, IEC 62061, ISO
13849, and IEC 61508.
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Knowledge-Centric System Artefact Quality Analysis is a method to assess the
quality of systems artefacts, such as textual requirements specifications and systemmod-
els, by exploiting knowledge bases, e.g., an ontology [26]. The assessment is quantitative
according to different artefact characteristics (correctness, consistency, and complete-
ness) and to differentmetrics (e.g., based on the number of elementswith a given property
in an artefact, such as the number of vague words in a requirement).

• Functionality. The amount of model-specific quality analysis means is currently
limited. Most of the available support focuses on textual requirements.

• Accuracy. A detailed study of quality analysis accuracy has not been conducted.
• Scalability. Issues can arise with large and complex system artefacts. Tool solutions
have nonetheless been developed to mitigate it.

• Deployment. Connectors with the system artefact sources are required, i.e., means to
connect with tools (for requirements management, system modelling, etc.) or files to
get system artefact data.

• Learning curve. There is a barrier in the need for knowing how to create and properly
manage ontologies.

• Automation. Creation and management of ontologies, as well as of connectors to
system artefact sources, would benefit from automation support.

• Costs. Creation and management of ontologies is mostly a manual effort that can
require significant time.

• Standards. No explicit and direct link with compliance has been established for most
assurance/engineering standards. Nonetheless, the method (i) has been applied for
many systems under regulatory requirements, and (ii) supports INCOSE rules for
writing requirements [13], among other reference documents.

4.2 Application Results

The analysis of 53 V&Vmethods led to identification of 400 gaps and limitations, which
corresponds to about 7.5 gaps or limitations for eachmethod. Themethods were selected
according to the needs and challenges of VALU3S industrial use cases.

Table 1 shows the number of gaps for each criterion, which ranges from 16 to 69. The
criterionwithmore gaps or limitations is Functionality; this is understandable sincemany
functionalities could be added to each method. For the other criteria, on average, about
one gap or limitation has been defined for each method, except Standards and Reference
Environment, which have less than 0.5 gaps/limitations for each method. This limited
number is probably due to the fact that Reference Environment and Standards are as
relevant for some methods as for others. For example, some methods could be applied
in contexts where no clear standard is defined or they could be natively defined in a
reference environment, so no issue regarding this is envisaged.

Regarding the number of gaps for each method, the ones with the highest num-
ber of gaps/limitations are Model-based Testing and Penetration Testing, with 15
gaps/limitations each.

Referring to the categories of methods illustrated in Fig. 1, the average number of
gaps/limitations per method is reported in Table 2. The category with the highest number
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of gaps/limitations is Attack Injection, with about 11.3 for each method. On the other
side, only 5.8 gaps/limitations were found on average for Testing methods.

Figure 2 shows the average number of gaps/limitations for each criterion andmethod
category. A detailed analysis of this plot can help to qualitatively understand which types
of gaps aremore frequent in each category. For example, for theTestingmethods, a higher
number of gaps or limitations connected to Accuracy have been identified, while fewer
limitations were pointed out as regards to Functionality. Understanding if some methods
share the same type of gaps and limitations and which type of gaps/limitations are more
frequent could clarify the direction where the improvements should be carried out.

Table 1. Number of gaps and limitations for each criterion.

Gap/limitation criterion # of gaps & limitations

Functionality 69

Accuracy 56

Scalability 49

Deployment 47

Learning curve 45

Reference environment 25

Costs 50

Automation 43

Standards 16

Total 400

Table 2. Average number of gaps and limitations for each category of V&V methods.

Gap/limitation criterion Average # of gaps & limitations

Attack injection 11.3

Fault injection 8.1

Simulation 7.8

Testing 5.8

Runtime verification 8.3

Formal source code verification 9.0

General formal verification 6.4

SCP-focused semi-formal analysis 6.9

General semi-formal analysis 7.0

System-type-focused V&V 10.0
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Fig. 2. Average number of gaps and limitations for each criterion and category of methods.

4.3 Discussion

This section complements the insights provided in the previous section by discussing
some relevant general aspects of the criteria for analysis of gaps and limitations of V&V
methods and of their application.

First of all, the criteria were agreed upon and selected in the scope of a given project,
VALU3S, with a specific purpose and specific needs. The criteria fit these purpose and
needs, such as the identification of improvement opportunities in V&V methods for
safety- and security-critical systems, focusing SCP requirements, to later realize the
corresponding improvements. Although other efforts and projects might differ in scope
and purpose, we are still confident that the criteria presented are general enough to apply
to many similar situations. The overall characteristics to assess of a V&V method are
the same regardless their application context, although characteristics some might be
more relevant than others. For example, standards can be regarded as a more important
criterion for safety-critical systems than for other system types.

Regarding the completeness of the criteria, we acknowledge that other researchers
might decide that different criteria need to be considered or that the set of criteria
proposed needs to be refined. For instance, and considering again the example of safety-
critical systems, it could be valuable to explicitly consider tool qualification aspectswhen
analyzing the automation and standards, or as a complement to them. It is important to
ensure that, e.g., tools work as expected, identify errors effectively, and do not introduce
errors according to the requirements of safety standards. Our main argument is that the
set of criteria has been suitable for VALU3S, thus we consider that it could also be for
others. Indeed, we plan to propose the use of the criteria in similar future efforts, such
as new large-scale industry-academia projects that plan to review V&V methods.

As indicated above, one of the main benefits that we have found in the definition
of an explicit and agreed set of criteria for analysis of gaps and limitations is that it
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has resulted in a more homogeneous assessment of V&V methods. In other projects,
we have experienced that different people considered different aspects when reviewing
V&Vmethods and to a different extent, leading to a more difficult comparison and more
limited identification of improvement opportunities. A simple broad, but still precise,
comparison such as the one shown in Fig. 2 could not be provided for the prior projects
in which we have been involved.

5 Conclusion

As we increasingly rely on safety- and security-critical systems, it is essential that their
dependability is confirmed by using adequate V&V methods. To this end, the possible
gaps and limitations of the methods must be analyzed. Explicitly defined criteria can aid
in making these analyses more precise, homogeneous, and comparable.

In this paper, nine criteria for classifying gaps and limitations have been proposed:
functionality, accuracy, scalability, deployment, learning curve, automation, reference
environment, cost, and standards. The criteria have been applied in the VALU3S project
on a set of 53 V&V methods belonging to different categories and application fields.
The outcome helps in addressing the efforts in improving available V&V methods. We
also consider that the use of the criteria aids in obtaining more homogeneous analyses of
gaps and limitation of V&V methods, also contributing to a more accurate comparison
of V&V methods and method types.

As future work, the criteria will guide the development of new V&V methods to
overcome existing gaps and limitations, as well as the improvement of existing methods.
Moreover, the impact of the use of criteria for addressing current gaps and limitations
is planned to be evaluated.
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